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A B S T R A C T   

To effectively adopt technology during teaching, teachers require knowledge of how to operate technology. 
Especially first-time technology users need knowledge of how to handle digital devices and software programs as 
a foundation to use technology in the classroom successfully. This knowledge has so far been assessed mainly 
using self-reports. However, self-assessments are insufficient for assessing knowledge as their validity is limited. 
Moreover, the few tests that exist to measure technological knowledge (TK) show weaknesses (e.g., lack of 
ecological validity, outdated items). We present a test assessing teachers’ TK that is independent of specific 
operating systems, covers technology that is relevant in everyday teaching, and is grounded in acknowledged 
psychometric modeling principles. We iteratively developed a test (named T-TK) comprising 26 items, utilizing 
cognitive testing, expert feedback, and two studies (Npilot study = 268 pre-service and in-service teachers, Nmain 

study = 233 in-service teachers) to filter items that did not match in content and were not Rasch conform. T-TK 
showed a satisfactory Andrich’s reliability (RelAndrich = 0.73). Using the sample Nmain study, correlations between 
T-TK and technological knowledge (self-report, r = 0.52), pedagogical knowledge (test scores, r = 0.18), and 
technological pedagogical knowledge (self-report, r = 0.33; test scores, r = 0.46) indicated convergent and 
discriminant validity. Thus, the T-TK proves to be a reliable and valid instrument to capture teachers’ TK. The T- 
TK can be used both by practitioners not requiring any statistical knowledge (e.g., for individual diagnostics) and 
in research (e.g., to analyze teachers’ TK).   

Introduction 

Integrating technology (e.g., digital devices or software programs) in 
classrooms is an important goal of education systems in the 21st century 
[1–3]. For instance, traditional analog media (e.g., books, blackboards) 
are increasingly being supplemented by digital media (e.g., tablet 
computers; [4]). In educational contexts, technology offers numerous 
potentials to enrich teaching and learning (e.g., creating new ways of 
presenting and handling information and embedding learning in 
different social contexts). 

To exploit these potentials for successful student learning, teachers 
must integrate technology in a way that enhances teaching quality 
[5–7]. Therefore, teachers are referred to as “keystone species” ([8], p. 

439) or “essential agents” ([9], p. 111) when it comes to the use of 
technology in the classroom. However, to make high-quality integration 
of technology in the classroom more likely, an important prerequisite is 
that teachers possess professional knowledge like technological knowl-
edge (TK; [10,11]). However, the successful use of technology in the 
classroom requires much more than TK (i.e., knowing how to use devices 
and applications; [12]), such professional knowledge is a fundamental 
prerequisite [13,14]. Indeed, TK showed a positive association with the 
frequency of using technology for teaching (e.g., [15,16]). Furthermore, 
TK is a prerequisite for developing technology-related skills like tech-
nological pedagogical skills [16,17]. Accordingly, Dong et al. [18], for 
instance, found that TK predicts technological pedagogical knowledge 
(TPK; e.g., creating new ways of presenting and handling information, 
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embedding learning in different social contexts). 
Teachers’ TK has predominantly been measured using self-reports 

[19–21]. Self-reports are valuable for several reasons, for instance, 
because they can be used cost-efficiency and provide a reliable assess-
ment of self-efficacy [19,22,23]. However, self-reports entail various 
disadvantages, such as their fallibility due to biases in evaluating one’s 
abilities [21]. Objective tests that assess TK are scarce and show weak-
nesses. For instance, items often refer to outdated technology or are 
formulated depending on specific operating systems (e.g., Windows). 
The absence of tests limits the ability to study teachers’ TK and its role in 
technology-enhanced teaching. Moreover, targeted support of teachers 
(e.g., by providing differentiated professional development [PD]) can be 
realized only to a limited extent because precise individual diagnostics 
are made difficult by the lack of objective instruments [24]. 

Therefore, in the present paper, we introduce a test (T-TK) to assess 
teachers’ knowledge of how to use technology (as a basic facet of TK), 
aiming to overcome such known weaknesses of existing tests. The T-TK 
was specifically developed to reliably and validly capture teachers’ 
professional (conceptional) knowledge of how to handle generic (e.g., 
word processing programs) and school-specific (e.g., open-source web 
tools) technologies that are relevant to everyday teaching across 
different subjects and operating systems. In particular, the test is 
designed to be independent of specific operating systems (e.g., Win-
dows), manufacturers, tools, or applications, to be valid across school 
subjects (e.g., mathematics, English), and to satisfy psychometric 
properties (e.g., reliability). 

Theoretical framework 

The construct “Teachers’ technological knowledge” 

Nowadays, the use of technology in the classroom is becoming 
increasingly important. Thus, teachers must be equipped with profes-
sional knowledge to be able to use technology. The term (digital) tech-
nology encompasses hardware (physical features of computer 
technology such as a keyboard or memory unit) and software compo-
nents that can be used with computer technology (e.g., word processing 
software; [25,26]). Teachers must possess both TK related to generic 
technology and TK related to school-specific technology. Generic tech-
nologies are digital devices and software programs used by a broad 
range of users and not explicitly developed for teaching (see also the 
definition of operational technology: [14]). Nevertheless, some of these 
technologies are regularly used for teaching (e.g., word processing 
programs; [2]). School-specific technologies are digital devices and 
software programs that have been specifically designed for teaching and 
learning (e.g., [2,27]; see also the definition of pedagogical technology: 
[14]) and used by teachers mainly in a professional context (e.g., 
tutoring software: [28]). 

Although the successful use of technology in the classroom requires 
much more than TK, TK and especially professional knowledge of how to 
handle digital devices and software applications (a core aspect of TK) is a 
fundamental prerequisite [13,14,27]. In other words, if teachers do not 
possess knowledge of how to operate technology, 
pedagogical-psychological or subject-didactic considerations regarding 
the use of technology are invalid. 

A prominent model that highlights the role of TK and conceptualizes 
the required professional knowledge facets is the Technological Peda-
gogical Content Knowledge (TPACK) framework [11]. In this model, 
Mishra and Koehler [11] added TK as a third basic knowledge facet 
beside the well-known knowledge facets pedagogical and content knowl-
edge postulated by Shulman [29]. Koehler et al. [10] specified TK as 
“knowledge about traditional and new technologies” (p. 102) that can 
be used in the classroom. The TPACK framework distinguishes between 
general knowledge domains like pedagogical knowledge (PK) and 
technology-related knowledge facets like TK or the intersection of PK 
and TK labeled as technological pedagogical knowledge (TPK; [10,30]). All 

of these knowledge facets are considered important for the effective use 
of technology in the classroom [31,32] and TK is an important aspect in 
numerous frameworks of technological competencies (e.g., teacher 
digital competency framework: [13]; European framework for the dig-
ital competence of educators [DigCompEdu]: [33]; for an overview, see 
[9]). All these frameworks include technological knowledge as a central 
basic prerequisite for effective teaching with technology. For instance, 
Falloon [13] distinguishes between technical (i.e., knowledge of me-
chanical fundamentals of technology) and technological knowledge (i.e., 
knowledge about the role and potential of technology in teaching). 

Due to the rapid development of technology [20,26] and ambiguous 
conceptualizations of TK [19,34,35], the definitions of TK are vague, 
malleable, and differ regarding the hardware and software covered by 
the term technology. Thus, after their initial TK definition, Koehler and 
Mishra [25] linked TK to the notion of Fluency of Information Tech-
nology (FITness; [36]). FITness requires “that persons understand in-
formation technology broadly enough to apply it productively at work 
and in their everyday lives, to recognize when information technology 
can assist or impede the achievement of a goal, and to continually adapt 
to changes in information technology” ([26], p. 15). This definition 
emphasizes that TK needs to develop in line with technological inno-
vation. That is, TK is in a “state of flux” and evolves over a lifetime [26]. 
Accordingly, teachers must constantly learn how to deal with new 
technology. In line with this reasoning, Angeli and Valanides [37] 
defined TK (more precisely, ICT knowledge) as “knowing how to operate 
a computer and knowing how to use a multitude of tools/software as 
well as troubleshoot in problematic situations” (p. 158). However, as TK 
is often discussed as knowledge about a technology’s affordances for 
learning and teaching, there is controversy over how TK can precisely be 
separated from other knowledge domains such as TPK [34]. 

The relation of technological knowledge to other knowledge facets 

In general, findings indicate that teachers’ technology-related 
knowledge facets constitute a unique component of teachers’ profes-
sional knowledge [38]. As TPACK knowledge facets are predominantly 
measured with self-reports [10], it isn’t easy to ascertain the relation-
ships of TK to other knowledge domains. However, the distinction from 
other general knowledge facets such as PK is apparent in previous 
findings. For instance, in an online study with 120 participants (i.e., 
in-service teachers) Lachner et al. [39] found only a weak positive as-
sociation between test-based TK and PK (r = 0.27). Schmidt et al. [38] 
also found a weak positive association between self-reported TK and PK 
(r = 0.21) in their study on pre-service teachers’ TPACK. 

Regarding TPK, findings from previous research show that TK is 
positively associated with TPK [18,39–42]. For instance, Schmidt et al. 
[38] found a moderate (r = 0.40) and Scherer et al. [[32]; N = 688 
pre-service teachers] found a strong (r = 0.82) positive association be-
tween self-reported TK and TPK. In contrast, Lachner et al. [39] found 
weak associations (e.g., r = 0.23) between test-based TK and TPK. 
However, in this study TK was assessed using the Test of Technological 
and Information Literacy (TILT: [43]) which is a test that measures not 
specifically TK but the broader construct computer literacy. 

Measuring teachers’ technological knowledge 

Teachers’ TK has predominantly been measured using self-reports 
[20,21,35]. In these self-report measures, teachers are asked to report 
how well they can solve technical problems [38]; how much they know 
about using word processing, spreadsheet, and presentation programs 
[44]; or how well they can, for instance, operate an interactive white-
board [45]. For instance, Howard et al. [46] used a self-efficacy scale 
where teachers self-assessed knowledge facets where technological 
knowledge is involved (e.g., TCK) their ability to conduct online 
teaching in secondary education (e.g., “My ability to use various 
courseware programs to deliver instruction (e.g., Blackboard, Centra).”). 
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Using self-report instruments has numerous advantages, such as 
cost-efficiency, a reliable assessment of self-efficacy, or a good predic-
tion of teachers intention to use technology for teaching [22,23,32,47]. 

However, the validity of self-report instruments is limited [19,20,23, 
48]. The accuracy of self-reports is affected by teachers’ ability to assess 
their knowledge [21,49–51] and by social desirability [52,53]. More-
over, self-reports are opposed to reflecting true knowledge in a specific 
domain [22,23,32,39,54,55]. Alternative ways of measuring teachers’ 
TK are design tasks (e.g., creating lesson plans; [56]) and teacher ob-
servations ([56,57]; for an instrument see: [58]). However, teachers’ TK 
is difficult to observe (see [57]), and observations are time- and 
cost-intensive [56]. 

Against the backdrop of weaknesses of self-reports and observations, 
tests appear to be an objective and efficient way to measure teachers’ 
TK. A few tests already exist that measure TK or TK-related constructs (e. 
g., [43,59–62]). For instance, the INCOBI-R measures the theoretical 
and practical computer knowledge (computer literacy) of the general 
population [60] and the Basic Computer Proficiency (BCP) test covers 
various computer-related topics such as e-mail, computer accessories (e. 
g., printers), and databases [59]. Senkbeil and Ihme ([43]; see also [63]) 
developed the TILT measuring technology and information literacy by 
assessing conceptual knowledge about software applications such as 
Microsoft Word or Excel. This test is convincingly developed both 
theoretically and psychometrically but measures TK only as part of a 
broader construct of computer literacy and not exclusively. 

In general, however, existing tests show some weaknesses that limit 
their use in assessing teachers’ TK. First, most of existing tests were not 
developed for the target group of teachers, thereby lacking reference to 
technology relevant to teachers (e.g., learning management systems). 
However, the inclusion of such technology is important to ensure the 
tests’ ecological validity for everyday teaching with technology. Second, 
some tests do not specifically capture TK but a broader construct such as 
ICT literacy that includes, but is not limited to TK. Third, existing tests 
are often focused on a specific operating system (e.g., Windows). As 
about a quarter of computer users work with other operating systems, 
such as macOS or Linux [64], tests focusing on a specific operating 
system discriminate against users of other operating systems. Fourth, 
due to the state of flux of TK some tests utilize outdated items (e.g., 
knowledge about defragmentation). This means that, in line with the 
ongoing development of technology, new test items are always needed 
to obtain reliable and valid statements on levels of TK. 

Objectives and assumptions of the present paper 

According to the recommendation for the development of a broader 
range of valid and reliable instruments to assess TPACK, such as stan-
dardized tests [65], the aim of this paper is to introduce a validated test 
of teachers’ knowledge of how to operate technology (T-TK) as a core 
facet of TK. The T-TK was developed to meet requirements according to 
the limitations of the existing tests mentioned above. First, T-TK should 
assess teachers’ conceptual knowledge of how to operate technology. 
Conceptual knowledge is defined as “static knowledge about facts, 
concepts, and principles” [[66], p. 107] that are used to solve problems 
and that support procedural knowledge [67]. Second, T-TK should be 
independent of specific operating systems (e.g., Windows), manufac-
turers, tools, or applications, to ensure that teachers who use different 
operating systems or applications are not discriminated against by the 
wording of the items. Third, T-TK should encompass technology that is 
currently relevant in everyday teaching. Furthermore, we aimed for 
T-TK to be valid across school subjects (e.g., mathematics, English) and 
to satisfy psychometric properties (e.g., reliability). 

Regarding the test’s validation, four assumptions based on previous 
research were investigated. First, based on a moderate positive associ-
ation (r = 0.46) between test-based TK and self-reported knowledge of 
how to operate and apply technology [19] and as correlations between 
test scores and self-reports in general are often weak to moderate [51], 

we expected moderate positive correlations between T-TK and 
self-reported TK (convergent validity; assumption 1). Second, moderate 
positive correlations between self-reported TK and self-reported tech-
nological pedagogical knowledge (TPK) were found in previous studies 
(e.g., [16,38]). However, due to weaker correlations between test scores 
and self-reports in general, we expected weak positive correlations be-
tween T-TK and self-reported TPK (assumption 2). Third, based on the 
synopsis of the findings by Schmidt et al. [38], Scherer et al. [32], and 
Lachner et al. [39], we expected moderate positive correlations between 
T-TK and test-based TPK (assumption 3). Fourth, as TK and pedagogical 
knowledge (PK) are general knowledge facets that can be separated from 
each other, and based on the weak positive correlation between 
test-based TK and test-based PK reported by Lachner et al. [39], we 
expected a weak positive correlation between T-TK and test-based PK 
(discriminant validity; assumption 4). 

Method 

As we understand knowledge of how to operate technology as a 
unidimensional facet of TK with different content domains, our goal was 
to develop a test (T-TK) whose psychometric properties correspond to a 
unidimensional Rasch model. The advantage of a unidimensional model 
is that the sum score (i.e., the sum across the raw scores) is a sufficient 
statistic for the measured ability [68,69]. The sum score can then be 
easily used by practitioners who have little prior statistical experience. 
Further information on the Rasch model and its advantages can be found 
in Appendix A. 

Development of the test T-TK 

The development of the test was divided into two phases. In Phase 1, 
a theoretical concept was developed, and items were generated 
accordingly as well as revised after feedback that we received in a group 
discussion with experts. In Phase 2, preselected items were piloted. 

Phase 1: theoretical conception and item creation 
We defined knowledge of how to operate technology as a unidi-

mensional facet of TK that encompasses different content areas. We 
stated that teachers need knowledge of both generic and school-specific 
technologies that are important in everyday teaching (e.g., [2]). For 
generic technology, we included knowledge of word processing, pre-
sentation, spreadsheet, email, and image and video editing programs as 
well as web browsers and digital devices. We categorized school-specific 
technology according to core teaching activities (i.e., “practices that 
occur with high frequency in teaching” [70], p. 277). Based on teaching 
activities related to the use of technology named in previous studies (e. 
g., [33,71]), we adapted four categories of teaching activities related to 
technology (Table 1). 

However, school-specific technology can be further differentiated 
into technology that was not (e.g., spreadsheets) or was primarily 
developed to promote learning processes (e.g., learning apps, digital 
textbooks; [14]). The latter technology was not considered as this 
technology often requires little knowledge of how to operate it by the 
teacher. 

To capture conceptual knowledge of teachers on how to operate 
technology used in teaching situations, we based the item formulation 
on situational judgment tests [72], in which people are asked to make 
judgments regarding situations encountered in the work place [19,73]. 
138 single-choice items were generated based on the theoretical 
conceptualization of TK and especially knowledge of how to operate 
technology. Each item consisted of a task (item stem) and four possible 
solutions, one of which is correct. A direct reference to teaching was 
provided in the item stem. User manuals and the functionality of the 
technology were considered to ensure that all items can be answered 
without knowledge of specific technology. 

The items were developed in several feedback loops in exchange with 
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experts and teachers. 

Phase 1: expert discussion 
We invited leading national experts with many years of experience in 

research on technology-enhanced teaching and learning and who know 
the German school system in detail to review all items critically. The 
experts received all items and the underlying theoretical conceptuali-
zation as well as the objectives of the test to be developed. They were 
asked both to give general feedback (e.g., item wording) and to provide 
a reasoned decision about whether an item should be excluded, 
included, or included but modified considering the goals of the test and 
the theoretical construct TK. 

In a first step, six experts reviewed the item formulations and made 
their decisions individually. 

In a second step, all experts discussed the items intensively over 
several hours in a focus group setting [74]. The focus group procedure is 
a highly structured survey method to obtain both individual and group 
statements on the items and thus to collect as broad a range of opinions 
as possible. The discussion reaffirmed theoretical understanding of a 
multidimensional construct of TK. Weaknesses of several items became 
apparent, which did not allow a clear delineation between the different 
facets of TK. In addition, the experts provided a lot of feedback about 
item content and formulations. 

Based on the feedback of the experts, 53 items were preselected after 
a critical review of the content (i.e., fit to the construct of knowledge of 
how to operate technology) and adjusted in content and item formula-
tion by the first and the second authors with advice from the co-authors. 

Afterwards, the items were checked for content accuracy by a com-
puter scientist. An overview of all items can be found in the online 
supplemental material (Open Science Framework [OSF] project: [75]), 
example items are shown in Table 2. 

Phase 1: cognitive pretesting 
Cognitive pretesting was applied to the 53 items [76]. To this end, 

four teachers were given the 53 items with a request to assess compre-
hensibility, confidence in answering, and relevance of the questioned 

topic for teaching for each item. In addition, teachers were given the 
opportunity to provide feedback on each item. All items were kept 
because none of the items showed alarming ratings by the teachers. 
However, small changes in wording were made due to these ratings. 

Phase 2: pilot study 
In Phase 2, a pilot study (60-minute online survey) was conducted to 

identify items with suboptimal fit to the Rasch model and to get a first 
impression of the distribution of item difficulties as well as the reliability 
of the status of the test. For the pilot study a sample of N = 268 pre- 
service and in-service teachers were recruited. On average, the partici-
pants were M = 26.56 (SD = 7.99) years old (77 % female). 

Statistical analyses were conducted using R 4.0.4 (R [77]) and the 
package eRm [78]. Missing item answers were defined as missing values 
as this approach delivers almost unbiased results in competence tests 
[79]. After specifying a Rasch model with all 53 items, we first estimated 
item difficulties using Conditional Maximum Likelihood estimation and 
then estimated person parameters using Maximum Likelihood. Two item 
fit statistics were inspected: (1) the Unweighted-Mean-Square-Statistic 
(MNSQ; outfit) and (2) the Weighted-Mean-Square-Statistic (WMNSQ; 
infit; [80]). As a rule of thumb, infit and outfit values between 0.7 and 
1.3 are acceptable [81]. Due to economic reasons (i.e., acceptable test 
length for use in research projects), in the pilot study, we chose even 
stricter criteria. That is, values below 0.7 were defined as indicating 
overfit, whereas values above 1.1 indicated underfit. 

Overfitting indicates that the item fits the model better than expected 
by the Rasch model (less variation/noise than expected), whereas 
underfitting indicates too little item-model fit (more variation/noise 
than expected; [82]). Items that were above or below the thresholds of 
infit or outfit were excluded. After excluding 17 items, 36 items 
remained for use in the subsequent main study (for detailed information 
of the selection process, see the online supplemental material). 

Table 1 
Core categories of teaching activities related to technology.   

Presenting 
and sharing 
information 

Organizing 
learning 
processes 

Regulating 
learning 
processes 

Learning and 
content 
management 
systems 

Description All 
technology 
used to 
display or 
transmit 
information. 

All technology 
used to support 
the 
organization of 
learning 
processes. 

All 
technology 
used to 
support self- 
regulated 
learning (e.g., 
assessment, 
feedback, 
adaptive 
teaching). 

All technology 
used to 
organize digital 
distance 
teaching and 
learning like 
internet-based 
courses. 

Examples screencasts, 
clouds 

knowledge 
management (e. 
g., Etherpads, 
mindmap 
tools), 
collaboration 
(e.g., chats), 
interactivity (e. 
g., video 
conferencing 
tools) 

audience 
response 
systems, 
quizzes 

learning 
management 
systems 

Note. Technology used for teaching can be categorized as technology that either 
was not (e.g., spreadsheets) or was primarily developed to promote learning 
processes (e.g., learning apps, digital textbooks). Technology that is already 
didactically designed and, thus, often requires little knowledge of how to 
operate it by the teacher, was not considered. 

Table 2 
Example Items of the T-TK Test.  

Item wording Response options 

Generic Technology  

How do you go about emailing ten of your 
students without them seeing each 
other’s email addresses? 

I compose the email, then put the ten 
students in the Bcc, and finally send the 
email. 

I first create a distribution list with the 
email addresses of the ten students, then 
compose the email, and finally send the 
email to me and as a copy to the email 
addresses in the distribution list. 

I compose the email, then put the ten 
students in the cc, and finally send the 
email. 

I compose the email, then put the email 
addresses of the ten students into ten 
different address lines, and finally send 
the email. 

School-Specific Technology  

You want your students to work on a 
collaborative writing document. You 
use a common web-based Etherpad 
(collaborative real-time editor; e.g., 
edupad.ch, ZUMpad). You want to be 
able to distinguish the entries of 
different students. What specific 
function do Etherpads offer you? 

I can activate the function that the 
author colors are visible. 

I can activate the function that the 
students’ name abbreviations are 
displayed before each of their entries. 

I can activate the function that only one 
student writes on the pad at a time. 

I can activate the function that each 
student writes on his or her own pad. 

Note. The correct response options are printed in bold type. 
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Phase 2: main study 
A second study (60-min online survey) was conducted to test the 

items further. For the main study, data from N = 233 academic track 
(Gymnasium) teachers were collected between May and June 2021 as 
part of a PD course that focused on effective use of technology in the 
classroom. On average, the participants were M = 43.25 (SD = 9.24) 
years old (75 % female) and had an average of M = 12.94 years of 
teaching experience (SD = 8.12). 

Participants were given 37 items, the 36 resulting items from the 
pilot study and one additional item, which we decided to include for 
content reasons. The statistical analyses and procedures were the same 
as those used in the pilot study. For detailed information of statistical 
properties (e.g., ICCs) and the item selection process, see the online 
supplemental material. We selected 26 items for the final T-TK (Table A 
in the appendix). Twenty-one items cover generic technology, and 5 
items cover school-specific technology. Items covering the topics pre-
senting and sharing information and regulating learning processes were 
eliminated and were thus no longer part of the final test (see also Dis-
cussion). The unit scale of the T-TK to assess teachers’ knowledge of how 
to operate technology is in logits. 

Validation of the test 

Sample 
The sample of the main study was used to validate the T-TK. 

Measures 
To validate the T-TK, we used self-reported TK and TPK as well as 

test-based TPK and PK. In particular, the associations between T-TK and 
self-reported TK to test convergent validity and T-TK and test-based PK 
to test discriminant validity are of central importance. 

Self-reported technological knowledge. Teachers’ self-reported techno-
logical knowledge (TK) was assessed with seven items (e.g., “I know how 
to solve my own technical problems”) of the TPACK survey by Schmidt 
et al. [38]. The items were rated on a 5-point rating scale (1 = strongly 
disagree to 5 = strongly agree). We computed a manifest scale score. In 
our data, Cronbach’s Alpha (α) was 0.95, indicating an excellent internal 
consistency [83]. 

Self-reported technological pedagogical knowledge. Teachers’ self-reported 
TPK was assessed with five items (e.g., “I can choose technologies that 
enhance the teaching approaches for a lesson”) of the TPACK survey by 
Schmidt et al. [38]. The items were rated on a 5-point rating scale (1 =
strongly disagree to 5 = strongly agree). We computed a manifest scale 
score. In our data, internal consistency was satisfactory (α = 0.71; [83]). 

Test-based technological pedagogical knowledge. A test was used to assess 
teachers’ technological pedagogical knowledge (TPK) consisting of eight 
open-ended questions where teachers are confronted with different 
teaching situations (Table 3; Franke et al. [84]). For each teaching sit-
uation, teachers were asked to answer whether and how technology can 
be used in a didactically meaningful way. 

In total, a maximum of 3 points could be achieved for each task. 
Points were awarded based on the relation to the quality of instruction 

(e.g., cognitive activation); whether a teacher uses technology as a 
replacement, amplification, or transformation (RAT framework; [85]) 
and the quality of the justification of the answer. Responses were scored 
by two extensively trained raters based on a coding manual. Tests from 
40 participants (17 %) were rated by both raters. A weighted kappa of κ 
= 0.81 (p < .001) indicated a satisfactory inter-rater reliability [86]. As 
recommended by Franke et al. [84], the sum score was used in the an-
alyses of this study. 

Test-based pedagogical knowledge. Teachers’ pedagogical knowledge 
(PK) was assessed using the short-scale teaching of the PK test [87] 
consisting of 15 single- and multiple-choice items with four response 
options each (Table 4). 

This short scale has proven to be reliable (0.65 < EAP/PV < 0.76: 
[87]). Two points were awarded for each correct single-choice task. For 
multiple-choice tasks, points were awarded as follows: 0 points for 0 or 1 
correct response, 1 point for 2 or 3 correct responses, and 2 points for 4 
correct responses. As recommended by Kunter et al. [87], the sum score 
was used in the analyses of this study. 

Statistical analyses 
For the subsequent analyses, the R package lavaan [88] was used. 
We employed a structural equation model (SEM) approach to test 

whether the data fit the Rasch model. As recommended for models with 
dichotomous items [89], estimation was carried out with robust 
weighted least squares (WLSMV). 

Andrich’s reliability was chosen as the reliability estimate of the test 
[90]. This reliability can be interpreted similarly to Cronbach’s α [91]. 

To investigate the discriminant and convergent validity of the T-TK, 
correlations between the participants’ abilities (i.e., person parameters 
from the Rasch model) and constructs of interest (i.e., self-reported TK, 
self-reported and test-based TPK, and test-based PK) were calculated. As 
Spearman rank-order correlations are known to be robust against vio-
lations of the normal distribution assumption [92], they were computed 
to test associations between the constructs. To evaluate the statistical 
significance of the correlations, type 1 error rate was fixed at 5 % 
(two-sided). 

There were only a few missing values on the variables of interest (0.5 
%). Therefore, as recommended by J.W. Graham et al. [93], casewise 
deletion was applied in order to treat missing values. 

Results 

As can be seen in Table 5, the mean value of test-based TPK was 
rather low (M = 7.84 out of a total possible score of 24), whereas the 
mean values of the other scales were in the expected range. 

For the 26 final test items of the T-TK, a Rasch model was specified. 
Means, standard deviations, item difficulties, and infit and outfit sta-
tistics of the items are presented in Table 6. 

Mean values were between MTK14/TK18 = 0.50 and MTK4 = 0.94, and 
item difficulties were between σTK4 = − 2.11 and σTK14 = 1.08. The ICCs 
for all 26 items are shown in Fig. 1. 

Table 3 
Example item of the technological pedagogical knowledge test.  

Item wording Question 

In the previous lesson, your students 
learned a new basic skill. As a teacher, 
you want your students to continue 
practicing and consolidating this skill as 
homework. 

How could you use educational 
technologies to support the students’ 
practicing? Please give reasons for your 
answer. 

Note. An open-ended response format was used. 

Table 4 
Example Item of the Pedagogical Knowledge Test.  

Item wording Subquestion 

A positive learning 
climate is created … 

through the interplay of students’ experience of 
autonomy, social inclusion and experience of 
competence in the classroom. 
when teaching is determined by mutual respect, 
adherence to rules, shared responsibility, justice and 
caring. 
when project work is used more frequently in the 
classroom. 
when students can choose materials independently. 

Note. Correct response options are printed in bold type. 
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A graphical representation of the distribution of item difficulties can 
be found in the Wright map (Fig. 2). In Fig. 2 the unit scale is in logits. 

As can be seen, most items are approximately located between 0 and 
1 logits. Some items can also be found between − 2 and 0 logits. Few 
items are located above 1 logit. That is, the high ability range (> 1 logit) 
is barely covered by items. The majority of the surveyed teachers fall 
within the range of 0 to 2 logits in terms of their ability. 

Following Bentler [94], comparative fit index (CFI) = 0.928, and 
following Hu and Bentler [95], root mean square error of approximation 
(RMSEA) = 0.027 (90 % CI [.009, 0.039]), indicated a satisfactory fit of 
the model, whereas the χ2-goodness-of-fit-test (χ2 [324, N = 233] =
373.25, p = .031) and the standardized root mean square residual 
(SRMR) = 0.131 indicated an unsatisfactory model fit. However, the 
χ2-test has to be interpreted with caution as it is influenced by factors 
such as the sample size [96]. As most of the absolute and incremental fit 
indices (χ2 excluded) indicated an acceptable model fit, the model fit 
was considered to be valid. Andrich’s coefficient was RelAndrich = 0.73, 
which indicated acceptable reliability. 

The T-TK correlated statistically significantly with all other con-
structs assessed (Table 7). The Spearman rank-order correlations were 
calculated because the Shapiro-Wilk test indicated that the data were 
not normally distributed (T-TK test: W[233] = 0.98, p = .006; self- 
reported TK: W[233] = 0.97, p < .001; self-reported TPK: W[233] =

0.99, p = .033; TPK test: W[233] = 0.99, p = .054; PK test: W[233] =
0.98, p = .002). 

As predicted in assumption 1, we found a moderate positive [97] 
statistically significant correlation between T-TK and self-reported TK (r 
= 0.52, p < .001), indicating convergent validity of the T-TK. 

As predicted in assumption 2 and in line with theory stating that TK 
and TPK are related but distinct constructs [11], we found a weak pos-
itive statistically significant correlation between T-TK and self-reported 
TPK (r = 0.33, p < .001). 

As predicted in assumption 3, we found a moderate positive statis-
tically significant correlation between the T-TK and the TPK test (r =
0.46, p < .001). 

Regarding assumption 4 and as expected, we found a weak positive 
statistically significant correlation between the T-TK and the PK test (r 
= 0.18, p = .005). 

Discussion 

This study contributes to the research on teachers’ TK by presenting 
the test T-TK, which measures teachers’ knowledge of how to operate 
technology. More specifically, T-TK captures teachers’ professional 
knowledge of how to handle generic (e.g., word processing programs) 
and school-specific (e.g., open-source web tools) technology that is 
relevant in everyday teaching across subjects and operating systems (e. 
g., Windows). 

Our findings suggested that the T-TK can measure teachers’ knowl-
edge of how to operate technology economically, reliably, and validly. 

First, the moderate correlation of T-TK with self-reported TK indi-
cated convergent validity. Bearing in mind that the self-report instru-
ment by Schmidt et al. [38] captures TK in rather general terms (e.g., “I 
know about a lot of different technologies”), whereas the T-TK assesses 
knowledge about technologies that are relevant specifically in teaching, 
the strength of the correlation is remarkable. Moreover, this correlation 
is in line with current research on correlations of objective assessments 
of TK and self-reported TK (especially when focusing on operating 
technology; [19]). However, findings from Akyuz [98] indicate that a 
greater correlation between self-reports and tests is plausible in 
knowledge domains that do not include a pedagogy aspect (e.g., TK). 

Second, the weak correlation with PK indicated discriminant val-
idity. This correlation is even weaker than the one found by Lachner 
et al. [39]. That is, our correlation indicates further evidence of 
discriminant validity of the T-TK. 

Third, the moderate correlation between the T-TK and the TPK test is 
largely in line with findings from previous research showing moderate 
correlations between the two constructs (e.g., [38]). On the other hand, 
Lachner et al. [39] found weaker correlations; however, it should be 
noted that these authors used the TILT [63] to capture teachers’ TK, 
which was not specifically tailored to teachers and does not capture TK 
as precisely as the T-TK but rather captures a broader construct (i.e., ICT 
literacy). Furthermore, TK was assessed without any direct reference to 
teaching. Nevertheless, it can be debated whether these findings indi-
cate validity of the T-TK. 

Limitations 

Despite the promising findings, some limitations should be 
mentioned. 

First, the independence of the T-TK from specific technology (e.g., 
specific applications) and operating systems as one of the major 
strengths of the test is at the same time a weakness. That is, if the op-
erations of different technologies (e.g., LibreOffice Calc, Apple 
Numbers, Microsoft Excel) were too different, we did not create items 
for these unique operations. Thus, outweighing relevance by uniformity 
in operation could have led to relevant content not being queried. For 
instance, learning management systems (LMS) differ greatly in their 
operations, and this led us to survey quite general operations, such as 

Table 5 
Descriptive statistics for the measures used for validation.   

N M SD Min Max 

T-TK testa 232 1.12 1.12 − 1.66 4.33 
TK (self-reported) 233 3.32 1.04 1 5 
TPK (self-reported) 233 3.31 0.65 1 5 
TPK test 230 7.84 2.93 0.5 14 
PK test 233 19.89 2.82 12 27 

Note. T-TK = teachers’ knowledge of how to operate technology; TK = techno-
logical knowledge; TPK = technological pedagogical knowledge; PK = peda-
gogical knowledge. 

a The unit scale is in logits. 

Table 6 
Means, standard deviations, item difficulties, and infit and outfit statistics for T- 
TK.  

Item name n M SD σ Infit Outfit 

TK1 232 0.88 0.32 − 1.25 1.00 0.98 
TK2 231 0.54 0.50 0.87 1.07 1.09 
TK3 232 0.89 0.31 − 1.35 0.90 0.63 
TK4 233 0.94 0.23 − 2.11 0.96 0.84 
TK5 227 0.76 0.43 − 0.30 0.98 0.94 
TK6 226 0.73 0.44 − 0.13 0.99 1.02 
TK7 230 0.88 0.33 − 1.21 0.98 1.15 
TK8 229 0.81 0.39 − 0.59 0.91 0.90 
TK9 226 0.68 0.47 0.21 1.00 0.93 
TK10 222 0.55 0.50 0.84 0.95 0.91 
TK11 221 0.69 0.46 0.12 0.91 0.87 
TK12 231 0.83 0.38 − 0.75 0.98 0.91 
TK13 231 0.88 0.32 − 1.25 0.86 0.97 
TK14 227 0.50 0.50 1.08 1.03 1.03 
TK15 222 0.64 0.48 0.38 1.11 1.15 
TK16 220 0.57 0.50 0.75 0.99 0.97 
TK17 219 0.53 0.50 0.90 1.06 1.07 
TK18 228 0.50 0.50 1.06 0.82 0.77 
TK19 228 0.65 0.48 0.33 1.02 1.03 
TK20 224 0.75 0.43 − 0.24 1.04 1.02 
TK21 224 0.71 0.45 0.01 1.09 1.13 
TK22 220 0.56 0.50 0.80 1.11 1.22 
TK23 217 0.52 0.50 0.99 0.90 0.91 
TK24 223 0.53 0.50 0.93 1.05 1.06 
TK25 225 0.68 0.47 0.22 0.90 0.87 
TK26 220 0.76 0.43 − 0.31 1.04 1.05 

Note. σ = Item Difficulty; Infit = Weighted-Mean-Square-Statistic; Outfit =
Unweighted-Mean-Square-Statistic. 
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drag & drop. In other studies, however, specific LMS and their opera-
tions were surveyed (e.g., [99]). Furthermore, the items were presented 
exclusively in text format. In other studies, graphical supports are often 
provided (e.g., screenshots; [63]) that may make application scenarios 

more realistic. Nevertheless, the use of multiple-choice tasks seems to be 
appropriate for assessing TK [61]. 

Second, during the test development, many items covering school- 
specific technology had to be excluded due to insufficient fit to the 

Fig. 1. Item Characteristic Curves (ICC) for the Final Test T-TK Consisting of 26 Items. Note. On the x-axis, the person’s ability is mapped. On the y-axis, the probability of 
solving an item is depicted. The point at which the probability of solving an item correctly is 0.5 represents the item difficulty. 

Fig. 2. Wright Map of the Final Test T-TK Consisting of 26 Items. Note. The unit scale is in logits. The columns in the upper part of the figure describe the distribution of 
participants’ knowledge organized from lowest knowledge (left side) to highest knowledge (right side). The dots represent the item difficulties from easiest (left side) 
to most difficult (right side). 
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Rasch model. Items covering the topics presenting and sharing information 
and regulating learning processes were eliminated completely. Koehler 
et al.’s [10] definition of TK as the “knowledge about traditional and 
new technology” (p. 102) that can be used in the classroom actually 
implies that the T-TK should cover also a wide range of school-specific 
technology that is important for teaching and learning processes. 
However, a test that covers technology that could potentially be used in 
the classroom (e.g., feedback systems, collaborative software) may 
discriminate against those who do not use this technology in their 
teaching practice at all. 

Implications and future research 

Teachers’ can significantly benefit from the T-TK because test results 
can be used for individualized diagnostics. Thus, appropriate supports 
can be provided to teachers on objectively identified needs, such as 
effective (e.g., adaptive and differentiated) professional development to 
match participants’ ability [23,54]. Whereas teachers have often expe-
rienced a one-size-fits-all PD approach for technology integration in the 
past [26], tests like the T-TK allow PD providers to monitor teachers’ 
levels of TK and to offer individualized (differentiated) PD [100]. That 
is, the simultaneous use of different tests measuring facets of profes-
sional knowledge could give insights into whether a teacher needs more 
support in technological or technological pedagogical topics. 

With a scope of only 26 multiple-choice items, the T-TK can be used 
in a time-saving manner, and scoring is easily done by creating sum 
scores instead of logits. However, to enable even better economical us-
ability of the test in practice, future research could develop a short 
version or a computer-adaptive version of the test. 

Unlike previous research on teachers’ TK, which has mainly relied on 
self-reports, future research with the T-TK allows one to investigate a 
variety of research questions test-based. First, it is thus possible to gain 
more robust insights into the role of TK regarding successful teaching 
with technology and its effect on teaching practices and students’ 
learning. Second, the use of T-TK can also help to improve under-
standing of how TK evolves and what role TK plays in the acquisition of 
TPK compared to PK. 

Regarding the focus of T-TK on knowledge of how to operate tech-
nology, which is on the one hand a core but on the other hand only one 
aspect of TK, and due to the fast development of technology, future 
research should further develop the T-TK. 

First, items tapping into knowledge of the potentials and limitations 
of technology (e.g., data protection aspects) should be added, and items 
on outdated technology should be replaced by items on technology that 
may find their way into classrooms in the future (e.g., virtual reality). 

Second, the high practical relevance and application proximity of the 
T-TK should be critically reviewed, especially with respect to school- 
specific technology. 

Third, T-TK is intended to be usable by teachers of different school 

subjects, at different school types, and at different levels of TK. However, 
the final version of the T-TK was developed based on a sample of non- 
representative–academic track teachers in a PD context. The specific 
group of teachers could also be a reason for the moderate correlation 
between T-TK and self-reported TK as teachers in this study could have 
been more proficient in assessing their abilities, mainly because they 
may have reflected on their abilities before participating in the PD. 
Other studies are based on pre-service teachers (e.g., [40,101]) who are 
assumed to be less able to assess their abilities than in-service teachers 
due to a lack of experience [40]. Thus, the T-TK should be further 
validated, and more items of a high difficulty range should be included 
to better assess and differentiate teachers with higher TK. 

In general, following Baier and Kunter [40] who advised using in-
struments other than self-reports to assess the validity of TK, future 
research could validate T-TK against other tests like the TILT for adults 
[43,63] or recently developed tests (e.g., [19]). Finally, future research 
should investigate whether teachers’ knowledge of how to operate 
technology is indeed a unidimensional construct, as most items covering 
school-specific technology showed an insufficient fit to the Rasch model. 
This could be an indication that teachers’ TK consists of two or even 
more facets: knowledge of generic technology, which is acquired in 
personal and professional contexts, and knowledge of school-specific 
technology, which is acquired exclusively in professional teaching 
contexts. Moreover, it is possible that a general cross-subject factor of 
knowledge of how to operate technology (i.e., generic applications) and 
other subject-dependent aspects of teachers’ knowledge of how to 
operate technology (e.g., knowledge about technology in mathematics) 
exist. The latter idea is supported by studies that considered the use of 
technology in the classroom from a subject-specific viewpoint (e.g., [28, 
98]). 

To sum up, T-TK is the result of a first attempt to design a test that is 
meant to measure teachers’ knowledge of how to operate technology as 
one facet of TK. On the one hand, T-TK is convincing by being Rasch 
conform, reliable, and valid, as well as by containing items that are in-
dependent of operating systems and that cover both generic and school- 
specific technology. On the other hand, T-TK should be further opti-
mized in future studies and extended with respect to further facets of TK. 
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Table 7 
Correlations among T-TK test, TK self-reports, TPK self-reports, PK test, and TPK 
test.   

(1) (2) (3) (4) (5) 

(1) T-TK (test) 1     
(2) TK (self-reported) .52, 

p < .001 
1    

(3) TPK (self-reported) .33, 
p < .001 

.52, 
p < .001 

1   

(4) TPK (test) .46, 
p < .001 

.30, 
p < .001 

.27, 
p < .001 

1  

(5) PK (test) .18, 
p = .005 

.02, 
p = .705 

.17, 
p = .011 

.23, 
p < .001 

1 

Note. T-TK = teachers’ knowledge of how to operate technology; TK = techno-
logical knowledge; TPK = technological pedagogical knowledge; PK = peda-
gogical knowledge. 
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[79] Pohl S, Gräfe L, Rose N. Dealing with omitted and not-reached items in 
competence tests: Evaluating approaches accounting for missing responses in 
item response theory models. Educ Psychol Meas 2014;74(3):423–52. https://doi. 
org/10.1177/0013164413504926. 

[80] Wright BD, Masters GN. Rating scale analysis. Mesa Press; 1982. 
[81] Wright BD, Linacre JM. Reasonable mean-square fit values. Rasch Measur Trans 

1994;8:370. 
[82] Linacre JM. What do infit and outfit mean-square and standardized mean? Trans 

Rasch Meas 2002;16(1):878. 
[83] Taber KS. The use of Cronbach’s Alpha when developing and reporting research 

instruments in science education. Res Sci Educ 2018;48(6):1273–96. https://doi. 
org/10.1007/s11165-016-9602-2. 

[84] Franke, U., Backfisch, I., Fabian, A., Breil, P., Scheiter, K., & Lachner, A. (2023, 
August). “I know I don’t know” - Does metacognitive accuracy moderate the 
validity of TPK self-assessments?" EARLI 2023. Thessaloniki, Greece. 
[presentation]. 

[85] Hughes, J., Thomas, R., & Scharber, C. (2006). Assessing technology integration: 
The RAT – Replacement, Amplification, and Transformation—Framework. In: 
Crawford, Carlsen, McFerrin, Price, Weber, & Willis (Eds.), Proceedings of SITE 
2006—Society for Information Technology & Teacher Education International 
Conference (pp. 1616–1620). Association for the Advancement of Computing in 
Education (AACE). 

[86] Wirtz M, Caspar F. Beurteilerübereinstimmung und Beurteilerreliabilität. 
Methoden zur Bestimmung und Verbesserung der Zuverlässigkeit von 
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